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SUMMARY

The zebra finch brain features a set of clearly
defined and hierarchically arranged motor nuclei
that are selectively responsible for producing singing
behavior. One of these regions, a critical forebrain
structure called HVC, contains premotor neurons
that are active at precise time points during song pro-
duction. However, the neural representation of this
behavior at a population level remains elusive. We
used two-photon microscopy to monitor ensemble
activity during singing, integrating across multiple
trials by adopting a Bayesian inference approach to
more precisely estimate burst timing. Additionally,
we examined spiking and motor-related synaptic
inputs using intracellular recordings during singing.
With both experimental approaches, we find that pre-
motor events do not occur preferentially at the onsets
or offsets of song syllables or at specific subsyllabic
motor landmarks. These results strongly support
the notion that HVC projection neurons collectively
exhibit a temporal sequence during singing that is
uncoupled from ongoing movements.

INTRODUCTION

Song production in the zebra finch provides an excellent oppor-

tunity to examine the processes that shape the representation of

a single complex learned behavior as it progresses from dedi-

cated higher-order centers through downstream targets, ulti-

mately leading to the flexion of muscles needed to produce the

song (Ashmore et al., 2005; Leonardo and Fee, 2005). Although

the motor pathway in the songbird is composed of well identified

and spatially segregated neural circuits (Nottebohm et al., 1976),

the means by which this singing behavior is represented in these

regions is still a matter of debate (Troyer, 2013). One controversy
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centers on a single forebrain area (called HVC) that plays a cen-

tral role in song production (Long and Fee, 2008; Vu et al., 1994).

In one view, HVC projection neurons reflect motor-related as-

pects of the ongoing song (Amador et al., 2013; Boari et al.,

2015), similar to the coding scheme observed in the mammalian

primary motor cortex (M1) (Churchland et al., 2012; Evarts, 1968;

Georgopoulos et al., 1986; Todorov, 2000). In the other view,

these neurons may represent relative time within the motor act

(Fee et al., 2004; Hahnloser et al., 2002; Kozhevnikov and Fee,

2007; Long et al., 2010) without regard to the kinematics of the

vocal apparatus. Similar abstract motor representations have

been shown to exist in higher-order cortical sites such as the

supplementary motor area (Matsuzaka et al., 2007; Mita et al.,

2009; Nachev et al., 2008; Tanji and Shima, 1994). An intermedi-

ate hypothesis, in which HVC may represent both movement

and elapsed time, may also be valid and has been suggested

to exist in M1 (Carpenter et al., 1999; Lu and Ashe, 2005, 2015;

Matsuzaka et al., 2007). Distinguishing between these mecha-

nisms of motor control would be a significant step forward in

our understanding of how singing behavior is encoded within

HVC, potentially extending to skilled behaviors in other forebrain

circuits.

Technical challenges using traditional electrophysiological

approaches in singing birds have prevented a clear character-

ization of the HVC premotor network (Amador et al., 2013; Day

et al., 2013; Hahnloser et al., 2002; Kozhevnikov and Fee,

2007; Long et al., 2010; Markowitz et al., 2015). Previously,

song-related neural responses were collected one at a time

over the span of many weeks and then aligned to singing

behavior (Hahnloser et al., 2002; Kozhevnikov and Fee, 2007;

Long et al., 2010; Okubo et al., 2015). This process is ineffi-

cient, and coding of the behavior at an ensemble level could

have shifted considerably during that time (Huber et al.,

2012; Okubo et al., 2015; Peters et al., 2014), potentially lead-

ing to misinterpretations that would be avoided using a

method that could allow for a ‘‘snapshot’’ of large neural pop-

ulations in a single recording session. In the rodent, in vivo

two-photon imaging has enabled the study of large popula-

tions of motor cortical neurons during the performance of
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Figure 1. Imaging Neural Activity in HVC of a

Head-Fixed Zebra Finch

(A) A schematic of the arena used to train head-

fixed zebra finches. In our training paradigm, we

used polarized glass to provide visual access to a

female.

(B) An example spectrogram (frequency, 0.5–8

kHz) showing singing behavior elicited during

a trial.

(C) A timeline displaying the progression of training

conditions. The percentage of trials with song for

each day is plotted for two birds.

(D) GCaMP6s-expressing neurons within HVC.

(E) Examples of fluorescence measurements in the

neurons circled in (D). Individual song motifs are

highlighted in gray.
tractable behaviors (Huber et al., 2012; Li et al., 2015; Peters

et al., 2014).

For these experiments, we developed a head-fixed prepara-

tion that enabled us to image populations of HVC projection neu-

rons during singing. We then applied a new computational algo-

rithm that enabled high-precision estimates for event timing by

integrating across song trials. Additionally, we analyzed a series

of intracellular recordings in which spikes and excitatory post-

synaptic events were used to reflect motor-related network

activity within HVC. First, we demonstrate that the rate of HVC

premotor bursts during silent gaps in the song does not differ

relative to epochs of active singing. We then found that HVC

activity occurs continuously within the context of a syllable rather

than concurrent with identified motor components of the song.

Our results show that behaviorally relevant temporal sequences

within HVC of the zebra finch are uncoupled from the properties

of each constitutive movement, akin to higher-order cortical

areas in primates (e.g., Tanji and Shima, 1994).
RESULTS

Two-Photon Calcium Imaging in the
Head-Fixed Singing Bird
Wewanted to test the proposed hypothe-

ses of song representation by examining

the neuronal activity at a population

level with two-photon microscopy (Denk

et al., 1990). Recent experiments have

used two-photon imaging of HVC activity

in the anesthetized zebra finch to mea-

sure sensory responses within that struc-

ture (Graber et al., 2013; Peh et al., 2015).

To adapt this approach to address motor

dynamics, we developed a head-fixed

singing bird preparation. Because we

were not able to elicit head-fixed song

in initial attempts (n = 6 birds), we used

operant conditioning to encourage this

behavior. Male zebra finches were sepa-

rated from females by a glass partition

whose transparency was under experi-

mental control, and they were given visual
access to females at regular intervals (Figure 1A). Males were re-

warded for singing during those epochs (Figure 1B; Figures S1A–

S1D) and then transitioned to a head-fixed context when song

could be evoked reliably (Figure 1C; Figures S1E, S1F, and

S1I). The vast majority of these birds (71 of 78) produced at least

one head-fixed song motif (Table 1). Although head fixation can

alter behavior and the associated neural activity for certain tasks

(Ravassard et al., 2013), we found that the quality (p = 0.27,

F = 1.47, one-way ANOVA) and timing (p = 0.95, paired t test)

of singing behavior for five individual birds were not significantly

different compared with song produced during free movement

(Figures S1J–S1L).

A subset of the head-fixed singing birds was acclimated to the

two-photon microscope (Figures S1G and S1H; Movie S1). In

those individuals, we virally expressed a genetically encoded

calcium indicator (GCaMP6s or GCaMP6f) (Chen et al., 2013)

to report the activity of HVC neurons during singing. To cali-

brate the calcium indicator in vivo, we performed simultaneous
Neuron 90, 866–876, May 18, 2016 867



Table 1. Zebra Finch Training

Freely

Moving

Head-Fixed

(No 2P)

Head-

Fixed 2P

Head-Fixed 2P

and Imaging

Number of

birds trained

109 78 17 6

Number of

sessions

540 2,474 187 85

Number of

trials

18,500 61,750 2,834 1,405

Trials with

song

7,463 11,811 1,509 756

Number of

song motifs

37,112 66,025 6,800 2,868

Motifs per trial 2.0 1.1 2.4 2.0

Shown is the performance of zebra finches in each phase of the training

program. Under the last two conditions, only a subpopulation of head-

fixed birds was used for this study, and further training was carried out

under the two-photon microscope (2P).
juxtacellular recordings and calcium imaging (Figure S2A) of

bursting activity in an anesthetized and pharmacologically disin-

hibited zebra finch (Figures S2B–S2E). The latency from the first

spike of the burst to the onset of the calcium transient was 5.9 ±

3.7 ms (n = 3 neurons from 2 birds). The standard deviation of

onset timing within individual neurons was 3.5 ± 1.3 ms (e.g.,

Figure S2E), which supported the notion that GCaMP6 could reli-

ably report neural activity with high temporal precision. During

singing, the majority of HVC neurons exhibited one (cells 1, 4,

and 5) or a few (cells 2 and 3) distinct calcium transients (Figures

1D and 1E), consistent with previous measurements taken with a

head-mounted CMOS camera (Markowitz et al., 2015). For this

study, we restricted our analysis to these sparsely active neu-

rons that are likely to represent HVC premotor [HVC(RA)] or basal

ganglia-projecting [HVC(X)] cells (Hahnloser et al., 2002; Kozhev-

nikov and Fee, 2007; Long et al., 2010), as opposed to other

observed neurons that showed sustained fluorescence during

singing and probably represent inhibitory interneurons (Hahn-

loser et al., 2002; Kosche et al., 2015).

Increasing Temporal Resolution by Integrating Data
across Behavioral Renditions
We next asked whether our approach could provide sufficient

temporal resolution to test hypotheses concerning the represen-

tation of singing behavior within the HVC circuit. High temporal

resolution is critical for detecting the precise onset of (�10 ms)

bursting responses within HVC (Hahnloser et al., 2002; Long

et al., 2010). However, the onset time of putative burst events

was difficult to estimate precisely in individual trials (e.g., Figures

2A, 2C, and 2E). To address this problem, we took advantage of

the stereotyped timing inherent in both the zebra finch song as

well as the underlying HVC bursting activity (Hahnloser et al.,

2002; Kozhevnikov and Fee, 2007). For a given focal plane, we

imaged during several renditions of the song (Figure 2B) and

aligned calcium traces frommultiple trials to the singing behavior

(Figure 2D). Using a Bayesian method (Figures S2D and S2F–

S2I), we found that combining fluorescence measurements

across trials could greatly sharpen the temporal resolution of
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our estimates for burst onsets (Figures 2C–2G; see Experimental

Procedures for details). For instance, in an example cell that

had been imaged for 23 song motifs, the burst events could be

detected with significantly more precision when considering all

trials (mean sonset = 3.0 ms; Figure 2F) compared with estimates

taken from single trials (mean sonset = 16.3 ms; Figure 2E).

Across our dataset, the uncertainty of our estimate for burst on-

sets decreased as a function of the number of motifs analyzed

(Figure 2G) and as a function of the signal-to-noise ratio of mea-

surements from individual neurons (Figure 2H).

Using Calcium Imaging to Investigate Motor
Representation at a Population Level
When the timing of HVC bursts was determined, we examined

the relationship between these events and singing behavior.

We asked whether bursts occurred preferentially during periods

of active singing. Zebra finches produce a repeated series

of vocal elements, known as ‘‘syllables,’’ that are approximately

75–300 ms in length and are separated by shorter (15- to 100-

ms) silent ‘‘gaps’’ during inspiration (Hartley and Suthers, 1989)

(Figures 3A and 3B). Although syringeal muscles can be acti-

vated during both syllables and gaps, electromyogram record-

ings during song production show dynamic patterns of muscle

activation that correlate with the rapidly changing acoustic fea-

tures of song (Goller and Cooper, 2004; Riede and Goller,

2010; Suthers et al., 1994; Vicario, 1991a). As a result, the kine-

matic hypothesis would predict that HVC projection neurons

would be significantly more active during syllables than during

silent gaps, whereas the temporal sequence hypothesis would

not anticipate a difference between these conditions. In total,

we considered 294 burst events (250 cells) from five birds pro-

ducing a total of 45 syllables (Figure 3; Figure S3). We found

no relationship between the relative frequency of HVC projection

neuron bursts and the presence of a syllable (74.0 bursts/s) or a

gap (76.7 bursts/s) (p > 0.05, paired t test), supporting the notion

that bursts are forming a continuous sequential representation

throughout the song motif. Additionally, there was no temporal

alignment of burst events to the onsets (Figure 3C) or offsets

(Figure 3D) of syllables.

We next wanted to examine the fine structure of syllables to

test whether HVC projection neuron activity is best explained

by the presence of specificmotor movements or by a continuous

temporal sequence. Because a direct assessment of muscular

activity was not feasible in our preparation, we turned to a

previously established tool for estimating vocal muscle gestures

from recorded songs (Amador et al., 2013; Boari et al., 2015; Fig-

ure S4). These events, called gesture-trajectory extrema (GTEs),

are associated with changes in syringeal tension or subsyringeal

pressure (Amador et al., 2013) and can be estimated by

analyzing song structure (Boari et al., 2015). We first examined

the relationship between GTEs and burst onsets (e.g., Figure 3B)

and found no significant correlation between these events at any

time lag in both individual birds and across the population (Fig-

ure 3E). To validate our method, we performed a simulation

where burst events were placed at syllabic and subsyllabic

time points and adjusted for associated experimental uncer-

tainties as well as the inherent temporal variance suggested pre-

viously to exist between these events (Amador et al., 2013). In



Figure 2. Integrating Imaging Data across

Trials

(A and B) Spectrograms with vertical lines repre-

senting the scan times for a single motif (A) and

across 23 motifs (B).

(C and D) Fluorescence transients for one neuron

(inset). We show the results from a single trial (29

points) (C) as well as measurements taken across

all trials (667 points) (D).

(E and F) Histograms represent an estimate of the

posterior probability of burst onsets in the above

panels. SDs (in milliseconds) are provided for each

peak (horizontal bar, mean ± 1 SD).

(G and H) The SDs of onset estimates varied as a

function of the number of trials (n = 376 bursts) (G)

and the signal-to-noise ratio of the fluorescence

measurements (n = 361 bursts) (H) for single neu-

rons. The region shaded in gray indicates values

less than 10 ms.
these simulated positive controls, we were able to detect a sig-

nificant correlation between motor events and bursting activity

(Figure 3F).

Hypothesis Testing of Network Representation
To formally test hypotheses concerning motor representations

within HVC, we defined the predictions of two models: a move-

ment model based on GTE events and a uniform distribution

model in which bursts are spread evenly throughout the song

(Figure 3G). When we smoothly interpolated between these
two models with a likelihood-ratio test

to consider a range of mixed coding

schemes (see Experimental Procedures

for details), we found that our data

strongly favored a uniform distribution

(Figure 3H), supporting the notion of a

song-related temporal sequence within

HVC. As before, we confirmed the effi-

cacy of this method by finding a strong

preference for the GTEmodel in our simu-

lated positive control (Figure 3I). One lim-

itation of the likelihood-ratio approach is

that it tests the GTEmodel with no tempo-

ral offset, which was a choice that was

originally motivated by the previous claim

that GTE and bursts co-occur (Amador

et al., 2013). Although our decision to

focus on a zero latency relationship is

consistent with our observation of a lack

of strong correlations at a variety of time

offsets (e.g., Figure 3E), we repeated the

log likelihood analysis at a range of

possible offsets (�30 to 30 ms). The

repeated testing at various negative time

offsets can help to counteract any sys-

tematic inaccuracy in our estimate of the

lag between the true burst time and the

calcium onset resulting from our calibra-
tion conditions (Figure 4A). The positive time offsets enable us

to consider a ‘‘causal’’ scenario in which the accepted premotor

delays (�15–20 ms) existing between HVC activity and song

(Kozhevnikov and Fee, 2007) are incorporated into the analysis

(Figure 4B). Across these various tests, we continued to find

strong support for a uniform distribution comparedwith a subsyl-

labic kinematic model.

We considered a number of potential sources of error that may

have biased our findings. First, our ability to precisely estimate

burst onset times for individual neurons was variable (Figures
Neuron 90, 866–876, May 18, 2016 869



Figure 3. Timing of HVC Network Activity

during Singing

(A) The spectrogram (top) and waveform (bottom)

of a song motif with 58 GTE overlaid (green lines).

(B) Inferred onset times of 103 burst events from 90

HVC projection cells aligned to the song motif.

Horizontal bars represent burst onset times (±1

SD). Below, we show burst onsets (black), silent

gaps (light blue), and GTE times (green).

(C–E) Normalized cross-correlation (Experimental

Procedures) between burst onset times and sylla-

ble onsets (C), syllable offsets (D), and subsyllabic

time points (E). Negative offsets mean that the

burst precedes the motor event. Dashed lines, ± 3

SD from the null model (Experimental Procedures).

(F) The normalized cross-correlation for simulated

data based on syllable onsets, offsets, and sub-

syllabic time points.

(G) Probabilities of burst times in two alternative

models (uniform, black; GTE, green).

(H) The normalized log-likelihood ratio of the pre-

dictive model as a function of the relative contri-

butions from the uniform and GTE models, with

positive values for R favoring the uniform model.

The R value for bird 102 is 23.6, and that for the

population of five birds is 84.2, which provides

strong support for the uniform model over the GTE

model. Note that the value for ‘‘c’’ is plotted on the

x axis (Experimental Procedures).

(I) The normalized log-likelihood for simulated

data. The large negative values for R (R102, �45.6;

RAll, �94.7) demonstrate that our positive control

simulation strongly supports the GTE model.
2G and 2H). Although our analyses take this variability into ac-

count (see Experimental Procedures), it is possible that neurons

with thehighest amount of uncertaintywereobscuring anexisting

relationship between bursts and GTEs. To address this concern,

we restricted our analysis to only bursts with an onset uncertainty

of less than10ms (186of 294events) andagain sawnosignificant

relationship between GTE and HVC burst timing (Figures S5A–

S5D). Second, zebra finches may generate some muscle move-
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ments during silent gaps, such as ‘‘mini-

breaths’’ (Hartley and Suthers, 1989),

whose relationshipwithHVCactivity is un-

clear (Andalman et al., 2011). Because we

are unable to reconstruct gestures outside

of phonation, we repeated the analysis af-

ter removing bursts that occurred during

gaps and found no significant change in

the results (Figures S5E and S5F).

Using Intracellular Recording to
Investigate Motor Representation
at a Population Level
To provide an additional test of our hy-

potheses, we next used intracellular re-

cordings to examine the activity of song-

related populations of cells within HVC.

We first considered the onset of burst re-
sponses of individual projection neurons (bird 33, n = 12 cells, 17

bursts; Figures 5A and 5B) to provide an additional validation of

our analytical approach in a condition with traditionally less tem-

poral uncertainty than calcium imaging. In our analysis of 28

bursting events in 21 cells from 3 birds, we did not find any evi-

dence of a relationship between burst times andGTE (Figure 5C),

despite simulations indicating that we would be able to find a

relationship if one existed (Figure 5D).



Figure 4. Testing the Temporal Relationship

between Neural Activity and Movement

(A and B) Normalized log-likelihood of data ac-

quired across all five imaged birds as a function of

the relative strength of the GTE model presented

with a series of additional time offsets in which

burst times are either delayed (A) or advanced (B)

relative to gestural time points. The values for RAll

across all delays range from 77.4 to 118.1.
We next turned our attention to the subthreshold membrane

potential of these HVC neurons. We have recently demonstrated

that the series of stereotyped synaptic events onto identified

HVC projection neurons is driven by motor-related inputs (Val-

lentin and Long, 2015). Previous paired recordings in slices of

HVC have shown extensive interconnectivity within that nucleus,

including links between excitatory neurons (Kosche et al., 2015;

Mooney and Prather, 2005). As a result, we reasoned that iden-

tified excitatory events onto individual HVC projection neurons

(Figure 6B, see example traces) could be used to simultaneously

monitor the activity of multiple premotor neurons. We estimated

onset times for the most consistently detected postsynaptic

potentials (Figures 6A–6C; Experimental Procedures). We then

repeated this analysis for all 15 HVC projection neurons within

one bird (n = 187 events; Figure 6D) and across a group of three

birds (n = 333 events from 26 cells; Figures S6A–S6C). Addition-

ally, there was no connection between the incidence of synaptic

onset times and the presence of either a syllable (165.7 events/s)

or a gap (164.1 events/s) (p > 0.05, paired t test). When consid-

ering syllabic and subsyllabic structure, we also found no signif-

icant relationship between synaptic events and behavior (Figures

6E–6K; Figures S6D and S6E), including separate analyses

where gaps were not included (Figures S6F and S6G) and a

range of delays were introduced (Figure S6H). The possibility ex-

isted that GTE-related events may be observed in one cell class

but not the other (n = 19 HVC(RA) and 7 HVC(X); Figure 6D), but we

found no additional relationship when considering each cell type

separately (Figure S7). Because of potential errors in our ability to

detect synaptic events, we also analyzed the averagemembrane

potential at syllable onsets and offsets as well as GTE times, and

we did not find any significant deviation from zero across all neu-

rons tested (n = 33 cells).

DISCUSSION

In our investigation, we focused on the forebrain nucleus HVC of

the zebra finch because these neurons represent a well-defined

skilled behavior using a sparse and reliable code. We developed

a method for investigating the neural mechanisms underlying

song production in a head-fixed context, which represents a

rare example of a restrained social behavior (Lenschow and

Brecht, 2015; Oomura et al., 1983). Using this approach, we pro-

vided population-level support for the notion that HVC projection

neurons exhibit an abstract representation of elapsed time, sug-

gesting a scheme for encoding behavior that is divorced from the
kinematics of ongoing movements (Lu and Ashe, 2015; Matsu-

zaka et al., 2007; Tanji and Shima, 1994).

Our first step was to determine whether the population data

we collected from the imaging (n = 5 birds) and electrophysiology

(n = 3 birds) experiments were modulated temporally. Despite

observing a large number of motor time points in each bird,

obvious gaps in activity were still evident (e.g., Figures S3A and

S6C). These nonuniformitiesmay arise fromanumber of sources.

For instance, because our recordings were spatially restricted

within HVC, a sampling bias may exist when burst events from

nearby cells exhibit similar timing (Graber et al., 2013; Markowitz

et al., 2015; Peh et al., 2015).We next testedwhether any nonuni-

formities could be explained by the coincident activity of neurons

withmotormovements.We greatly expanded on previous efforts

to address this issue (Amador et al., 2013; Kozhevnikov and Fee,

2007) by quantitatively examining a number of possible relation-

ships between HVC neuronal activity and singing. First, we find

that HVC projection neurons are not preferentially active during

syllables compared with silent gaps despite the clear increase

in the number and complexity of motor commands during these

times (Goller and Cooper, 2004; Riede and Goller, 2010; Suthers

et al., 1994; Vicario, 1991a). Second,we added to this analysis by

further showing that no structured neural activity existed when

considering syllable onsets or offsets separately. Third,we tested

whether the timingofHVCprojection neuronactivity ismodulated

by subsyllabic motor gestures, as measured by GTE (Amador

et al., 2013; Boari et al., 2015).

To analyze the relationshipbetweenGTEandneural activity,we

used a quantitative approach to demonstrate that the data are

better described by a simple uniformmodel than by a gestural hy-

pothesis. Moreover, this analysis allowed us to test for the possi-

bility of a mixed coding scheme in which a population of neurons

represents both kinematics and some other feature independent

of the ongoing movement. By examining these intermediate

models in our likelihood analysis, we did not see support for the

idea of partial coding of GTEs by the population. It should be

stated that the poor fit of our data with the GTE model does not

necessarily mean that the underlying event times are distributed

uniformly but, rather, that any nonuniformities cannot be ex-

plained by aspects of motor behavior tested as part of this study.

The method for identifying these GTE time points was derived

frommodels of subsyringeal pressure and syringealmuscle activ-

ity (Goller andCooper, 2004;Méndezet al., 2010;Perl et al., 2011).

However, future work should directly measure these factors in

conjunctionwithpopulationactivity to further confirmour findings.
Neuron 90, 866–876, May 18, 2016 871



Figure 5. Timing of HVC Bursts during

Singing

(A) The spectrogram (top) and waveform (bottom)

of a song motif with 45 GTE overlaid (green lines).

(B) Onset times of 17 burst events measured

electrophysiologically from 12HVCprojection cells

aligned to the song motif. Horizontal bars, de-

picted with a standardwidth of 10ms, are centered

on burst onset times. Below, we show burst onsets

(blue) and GTE times (green).

(C) The normalized log-likelihood of the acquired

data as a function of the relative strength of the

GTE model (R33, 32; RAll, 49.7).

(D) The normalized log-likelihood for simulated

data (R33, �9.0; RAll, �17.7).
An important future direction is to understand the processes

that enable a transformation between the abstract temporal

sequence within HVC and the production of singing behavior.

A candidate site that is likely to be central to this conversion is

the robust nucleus of the archopallium (RA), which sits between

HVC and the motor neurons that coordinate syringeal and respi-

ratory activity (Vicario, 1991b). Each RA neuron receives synap-

tic input from multiple HVC neurons (Fee et al., 2004; Garst-

Orozco et al., 2014), and spiking within this structure covaries

with certain song features (Sober et al., 2008). Despite a wealth

of single-unit recordings in this region during singing (Leonardo

and Fee, 2005; Yu and Margoliash, 1996), an analysis linking

RA spiking activity to GTE has not yet been performed.

Sequences similar to those described in this study have been

shown to exist across a variety of brain regions, such as the hip-

pocampus (Pastalkova et al., 2008), parietal cortex (Harvey et al.,

2012), and basal ganglia (Mello et al., 2015). Within HVC, compu-

tational models (Fiete et al., 2010; Jun and Jin, 2007) and recent

experimental findings (Okubo et al., 2015) suggest that this kind

of population sequence may arise as part of a developmental

process. Previous electrophysiological results have shown that

the circuitry within HVC (Kosche et al., 2015; Mooney and

Prather, 2005; Solis and Perkel, 2005) is likely to play an impor-

tant role in generating these sequences (Long and Fee, 2008;

Vu et al., 1994). Specifically, strong excitatory collaterals within

HVC appear to underlie the propagation of network activity
872 Neuron 90, 866–876, May 18, 2016
through a feedforward synaptic chain

(Abeles, 1991; Long et al., 2010). A combi-

nation of our high temporal resolution im-

aging technique with emerging anatom-

ical approaches for circuit reconstruction

(Briggman et al., 2011) or electrophysio-

logical methods (Ko et al., 2011) could

help to identify mechanisms underlying

sequence generation within HVC.

EXPERIMENTAL PROCEDURES

Animals

We used adult (>90 days post-hatching) male and

female zebra finches that were obtained from

an outside breeder and maintained in a tempera-

ture- and humidity-controlled environment with a
12 hr:12 hr light:dark schedule. All animal maintenance and experimental pro-

cedures were performed according to the guidelines established by the Insti-

tutional Animal Care and Use Committee at the New York University Langone

Medical Center.

Song Detection and Reward

We recorded singing behavior with an omni-directional lavalier condenser

microphone (AT803, Audio-Technica) and amplified the signal with a solid-

state preamplifier (Ultragain Pro MIC2200, Behringer). Song was detected us-

ing a digital signal processor (RX8, Tucker-Davis Technologies), and custom

software was written using the RPvdsEx interface (Tucker-Davis Technolo-

gies) and MATLAB. Because the zebra finch produces a song containing short

gaps between syllables and motifs, singing behavior was defined as time pe-

riods in which the ratio of high-frequency power to low-frequency power (0–1

kHz and 1–7 kHz, respectively) was greater than 3 for more than 50% of a 1-s

sliding window. Singing behavior was only evaluated during 20-s trial periods

when the female zebra finch was visible (e.g., Figure 1A). Liquid rewards were

administered using a gravity-fed line though a solenoid (NResearch) that was

opened for 200 ms to dispense approximately 20 ml of water. To evaluate the

detection algorithm, we manually noted false negatives and false positives,

enabling us to calculate the sensitivity [true positives/(true positives + false

negatives)] and positive predictive value [true positives/(true positives + false

positives)].

Surgical Procedures

All surgical procedures were performed under isoflurane anesthesia (1%–3%

in oxygen) following established guidelines. Prior to the onset of training, a

small (3.93 4.553 1.3 mm) stainless steel head plate with two threaded holes

was affixed with dental acrylic over the inner leaflet of the skull, with the



Figure 6. Timing of HVC Synaptic Inputs during

Singing

(A and B) A sonogram and GTE time points (A) for the bird

shown in Figure 5 and song-related intracellular recordings

from an HVC(RA) neuron aligned to the song motif (B). The

traces below have been truncated (oblique lines). Vertical gray

lines indicate identified synaptic events.

(C) All excitatory postsynaptic potentials (EPSPs) detected

across 13 song motifs. Consistently detected events (Experi-

mental Procedures) are indicated with red lines (mean values

below).

(D) The consensus synaptic event times for 11 HVC(RA) and 4

HVC(X) neurons (red and blue, respectively) recorded in the

same bird. Below, we show EPSP onsets (red or blue, as

above), silent gaps (light blue), and GTE times (green).

(E–G) Normalized cross-correlation (Experimental Procedures)

between burst onset times and syllable onsets (E), syllable

offsets (F), and subsyllabic time points (G). Dashed lines, ±3 SD

from the null model.

(H) Normalized cross-correlation for simulated data based on

syllable onsets, offsets, and subsyllabic time points.

(I) Probabilities of burst times in two alternative models (uni-

form, black; GTE, green).

(J) The normalized log-likelihood of the acquired data as a

function of the relative strength of the GTE model (R33, 240.9;

RAll, 493.9).

(K) The normalized log-likelihood for simulated data (R33,

�97.8; RAll, �157.7).
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posterior edge approximately 5 mm rostral to the bifurcation of the sagittal si-

nus. Cranial window surgery and viral injection were performedwhen the zebra

finch demonstrated the ability to sing reliably under the head-fixed condition

(Figure 1; Figure S1). HVC was identified electrophysiologically during surgery

using a bipolar stimulating electrode placed into RA (Long et al., 2010). In most

birds, we injected AAV9.Syn.GCaMP6s.WPRE.SV40 (Penn Vector Core) into

HVC using a beveled pipette (opening diameter, 30 mm; length of bevel,

100 mm). In two birds, we injected a 1:1 mix of AAV9.CamKII0.4.Cre.SV40

and either AAV9.CAG.Flex.GCaMP6f.WPRE.SV40 (bird 192) or AAV9.CAG.

Flex.GCaMP6s.WPRE.SV40 (bird 193). We performed three to six injections

(30–100 nl/site) separated by approximately 300 mm using an oil-based pres-

sure injection system (Nanoject II, Drummond Scientific). At the end of the

injection procedure, we sealed a 3-mm-diameter circular coverglass (#1 thick-

ness, Warner Instruments) with Kwik-Sil adhesive (WPI) and fixed the edge of

the glass with cyanoacrylate. We also cemented a black plastic ring (inner

diameter, 5 mm; outer diameter, 7.5mm) around the cranial window to prevent

light contamination during imaging.

Two-Photon Imaging

We used a customized movable objective microscope (Sutter Instrument) to

scan our field of view (frame rate, 28.8 Hz unless noted otherwise) with a reso-

nant system (Thorlabs) and ScanImage 4.2 software (Pologruto et al., 2003). All

imaging was done using a 163 water immersion objective (Nikon) with a nu-

merical aperture of 0.8 and a working distance of 3 mm. To protect the micro-

scope from external light contamination, wewrapped it with a light-attenuating

material. Additionally, we fit a black balloon to the tip of the objective on one

end and the black ring surrounding the optical window on the other (Dombeck

et al., 2010). The excitation source was a mode-locked Ti:sapphire laser

(Chameleon, Coherent) tuned at 920 nm and controlled by a Pockels cell (Con-

optics 302RM). Fluorescent light was detected using a GaAsP photomultiplier

tube (H10770PA-40 PMTmodule, Hamamatsu) and awide detection path (2-in

collection lens).

Two-Photon Targeted Electrophysiological Recordings

In vivo electrophysiological recordings of HVC neurons expressing

GCaMP6s were performed in isoflurane-anesthetized zebra finches. For

these birds, we did not affix the cranial window to the brain with Kwik-Sil.

Rather, the glass coverslip was sealed at the edges with cyanoacrylate,

and a small opening (�300 mm in diameter) was produced near the center

of the glass using a carbide burr. Borosilicate glass pipettes were fabricated

on a horizontal puller (Sutter Instrument) with impedance values in the range

of 4–5 MU and filled with an solution of K-gluconate (150 mM) and 5 mM of

Red Alexa 594 (Molecular Probes, Invitrogen) to visualize the pipette under

the microscope. Because HVC projection neurons produce only infrequent

bursts outside of the context of singing (Hahnloser et al., 2002; Long et al.,

2010), we applied 0.1 mM of the GABAA receptor antagonist gabazine

(Sigma) to the surface of the craniotomy to increase the rate of spontaneous

bursting activity (Mooney and Prather, 2005). Signals were recorded using a

Neurodata IR183A single-channel amplifier (Cygnus Technology) and custom

MATLAB acquisition software. Data were low pass-filtered at 5 kHz and digi-

tized with a National Instruments digital-to-analog converter (acquisition rate,

40 kHz). For these experiments, the soma was scanned at 52 Hz, and these

data were aligned with spiking activity.

Intracellular Recordings

Intracellular recordings during singing were carried out as described previ-

ously (Vallentin and Long, 2015). Briefly, a motorized intracellular microdrive

was installed on the head of the zebra finch. For antidromic identification

of projection neurons, we implanted a bipolar stimulating electrode into

the RA and/or area X. Sharp electrodes with an impedance of 70–130

MU were backfilled with 3 M potassium acetate and inserted into HVC.

Acceptable recordings were defined as having a spike height of more

than 40 mV, a resting membrane potential more hyperpolarized than

�50 mV, and a total recording duration of more than 3 min. When stable

recordings were achieved, a female bird zebra finch was presented to elicit

directed singing. Neurons with fewer than two song motifs were excluded

from our analysis.
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Additional experimental procedures related to analytical methods can be

found in the Supplemental Experimental Procedures.

SUPPLEMENTAL INFORMATION

Supplemental Information includes Supplemental Experimental Procedures,

seven figures, and one movie and can be found with this article online at

http://dx.doi.org/10.1016/j.neuron.2016.02.016.
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Figure S1 

 

 

Figure S1. Singing performance in a multi-stage training protocol (Related to Figure 1) 

(A,B) Histogram of the sensitivity (proportion of song rewarded: 0.94±0.09) is shown in (A) and positive 

predictive value (proportion of rewards triggered by song: 0.85±0.09) is shown in (B) for a population of 

37 birds that had received a minimum of 100 rewards in the head-fixed configuration. During training, 

birds progressed through three different phases as they were being shaped to sing under the 2-photon 

microscope (see Supplementary Table).  

(C,D) In the freely moving (FM) condition, the number of motifs per trial in (C) and the percentage of 

trials with song in (D) for those that passed this stage (light gray) and those who failed (dark gray).  
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(E,F) In the head-fixed (HF) condition, the number of motifs per trial in (E) and the percentage of trials 

with song in (F) for those that passed this stage (light blue) and those who failed (dark gray).  

(G,H) In the head-fixed 2-photon (HF2P) condition, the number of motifs per trial in (G) and the 

percentage of trials with song in (H) (dark blue).  

(I) The percentage of trials with song for each day is provided for three birds (in addition to those shown 

in Figure 1C) that completed all phases of training.  

(J) Sonograms from Bird #147, which produced similar directed song motifs in the freely moving (FM) 

and head-fixed (HF) conditions.  

(K) Histograms displaying the Global Similarity (see Experimental Procedures) of all song motifs from 

Bird #147 within and across conditions.  

(L) A similar comparison of Global Similarity as shown in (K) for five birds. Birds produced an average 

of 27.6 and 23.8 motifs in the FM and HF conditions respectively. In our population, Global Similarity 

measurements (HF-FM: 84.9 ± 2.5; FM-FM: 86.4 ± 2.5; HF-HF: 87.7 ± 2.8) were similar across 

conditions. All values represent mean +/- SD. 
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Figure S2 

 

 

Figure S2. Using calcium indicators and Markov Chain Monte Carlo sampling to estimate burst 

onset times (Related to Figures 1-4) 

(A) An in vivo image of the soma of a GCaMP6s-expressing HVC neuron (in green) and a glass pipette (in 

red).  
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(B) Fluorescence traces (n = 44 sweeps) from one neuron aligned to the onset of burst events (example 

shown above). The black line represents an average trace.  

(C) The burst-related calcium transients for three HVC projection neurons are shown (aligned to the burst 

onset). Cell ‘i’ is the same neuron featured in (B).  

(D) Plot of representative samples from the posterior distribution for 8 individual traces (cell “i”). Circles 

represent the fluorescence measurements for each trial, and the green traces (n = 250) indicate the 

modeled curve with dashed error curves representing the predictive interval. For further explanation, see 

Experimental Procedures.  

(E) Histogram representing the lag between the first spike in the burst and the inferred onset of 44 bursts 

for cell i. 

(F) Simulated fluorescence data of 15 trials with a 30 Hz sampling rate. A joint onset was used in all cases 

(represented by vertical line).  

(G) In a non-Bayesian approach, range normalized data are pooled, and then smoothed (red line). Below, 

events are detected as increases in the derivative of smoothed trace above a 6SD threshold (red dotted 

line).  

(H) In the Bayesian approach, per trial inference is performed jointly, and onset is inferred by integrating 

information across trials.  

(I) A comparison between the root mean square error of burst onset estimates of the two methods relative 

to the true onset. While both methods show improvement with more trials, the Bayesian estimator 

dominates the simpler approach.  Moreover, the Bayesian method quantifies the uncertainty in the 

estimated burst onset time. 
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Figure S3 

 

Figure S3. Timing of HVC bursts and GTE during singing for individual birds (Related to Figure 3) 

(A-E) The spectrogram (top) and waveform (below) of the song motif from Bird #105 in (A), Bird #131 in 

(B), Bird #193 in (C), Bird #192 in (D), and Bird #102 in (E) with GTE overlaid as green vertical lines. 

The middle panel shows the inferred burst onset times for each bird. Each row has a single burst, 

represented by a horizontal line whose width indicates the uncertainty in the onset estimation. Below, we 

show burst onsets, silent gaps (light blue), and GTE times (green).   

(F,G) The normalized log-likelihood of the acquired data in (F) as well as the simulated GTE-based 

distribution in (G) as a function of the relative strength of the GTE distribution. The magnitude of the 

effect can be quantified by the value R, which is equal to LL(c=0)-LL(c=inf). Acquired: R102 = 23.6, R105 

= 1.3, R131 = 4.0, R192 = 42.7, R193 = 12.5. Simulated: R102 = -45.6, R105 = -9.3, R131 = -5.8, R192 = -27.6, 

R193 = -6.2. 
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Figure S4 

 

 

Figure S4. GTE detection algorithm (Related to Figures 3-6) 

(A) Example sonogram from Bird #102.  

(B) Dot raster of detected GTE for 183 individual motifs. Each row represents all GTE detected on a 

single motif. Motifs are ranked according to their correlation with the aggregate data in (C) (see 

Experimental Procedures).  

(C) Histogram representing timing of GTE across all trials (bin size: 1ms). Green lines represent the GTE 

of the top ranked motif (n=54 events) and red lines indicate 4 additional GTE added to that trial based on 

the underlying distribution (see Experimental Procedures).  

(D) Waveform of song motifs form bird #102 with GTE overlaid.  

(E) Probability density function of inter-GTE intervals for Bird #102.  

(F) Mean distribution of GTE intervals across 8 birds (Error bars = SEM). 
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Figure S5 

 

 

Figure S5. Further analysis of the relationship between HVC neural events and GTE (Related to 

Figure 3) 

(A-D) We restrict our analyses to neurons with a burst onset uncertainty of less than 10 ms (63.2% of the 

bursts, Figures 2G,and 2H). Cross-correlation analysis of GTE with the acquired data in (A) as well as the 

simulated data in (B) for Bird #102 (red line) and for our entire population (black line). The normalized 

log-likelihood of the acquired data in (C) as well as the simulated data in (D) as a function of the relative 

strength of the GTE distribution. Acquired data: R102 = 18.7, RAll = 78.8. Simulated data: R102 = -34.2, RAll 

= -67.7. 

(E-F) We restricted the log-likelihood analysis to events happening only during syllable production (after 

gaps have been excluded from our analysis). Shown here are normalized log-likelihood analyses of the 

acquired data in (E) as well as the data simulated from GTE in (F). Acquired: R102 = 21.9, , RAll = 37.9. 

Simulated (GTE): R102 = -30.9, RAll =  -60.3. We also quantified maxima points where c>0 as    = 

argmaxc(LL); M = LL(  )-LL(0). Acquired: M(  )102 =  1.6(0.2), M(  )All = 2.9 (0.3).  
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Figure S6 

 

Figure S6. Timing of HVC synaptic inputs and GTE during singing (Related to Figure 6) 

(A-C) The spectrogram (top) and waveform (below) of an example motif from Bird #14 in (A), Bird #30 

in (B) and Bird #33 in (C) with GTE overlaid as green vertical lines. The middle panel represents the 

inferred EPSPs onset times for each bird with each row showing all consistently identified EPSPs from 

individual HVC projection neurons. Below, we show EPSP onsets, silent gaps (light blue), and GTE times 

(green).  

(D-E) The normalized log-likelihood of the acquired data in (D) as well as the simulated GTE-based 

distribution in (E) as a function of the relative strength of the GTE distribution. Acquired: R14 = 109.5, R30 

= 143.5, R33 = 240.9. Simulated: R14 = -33.9, R30 = -26.1, R33 = -97.8. 

(F-G) We restricted the log-likelihood analysis to events happening only during syllable production 

(following Figure S5). Shown here are normalized log-likelihood analyses of the acquired data in (F) as 

well as the data simulated from GTE in (G). Acquired: R33 = 125.3, RAll = 216.3. Simulated (GTE): R33 = -

67.2, RAll = -104.6. Acquired: M(  )33 = 0.0(0.0), M(  )All = 0.4(0.0).  

(H) Normalized log-likelihood of data acquired across three birds measured electrophysiologically as a 

function of the relative strength of the GTE model presented with a series of additional time offsets in 

which burst times are advanced (0-30 ms) relative to gestural timepoints. The values for RAll across all 

delays range from 449.5 to 546.7. 

 

  



9 
 

Figure S7 

 

Figure S7. Timing of synaptic inputs relative to GTE in identified HVC projection neurons (Related 

to Figure 6) 

(A,B), Cross-correlations between GTE and EPSP onset times on the acquired data in A as well as 

simulated data in B for intracellular traces (HVCRA in red; HVCX  in blue; aggregate data in black).  

(C,D) The normalized log-likelihood of the acquired data (C) as well as the simulated GTE-based 

distribution (D) as a function of the relative strength of the GTE distribution. Acquired: RRA = 364.6, RX = 

129.3, RAll = 493.9. Simulated: RRA = -120.1, RX = -50.8, RAll = -156.5. 

 

 

  



10 
 

EXPERIMENTAL PROCEDURES  

Data Analysis 

 

Data analysis: Song Similarity. We mounted a miniature microphone (FG-23629-P16, Knowles) onto 

the headplate (Figure S1J-S1L) to determine the extent to which head fixation affected song performance. 

Signals were amplified using a single-channel audio amplifier (Studio Channel, PreSonus Audio 

Electronics). The length of the song was calculated by setting an amplitude threshold. Similarity 

measurements were calculated using Sound Analysis Pro (SAP2011) based on five acoustic features: 

Pitch, goodness of pitch, amplitude modulation, frequency modulation, and Wiener entropy (p = 0.05, 

interval = 70 ms; and min. duration = 15 ms; asymmetric; applied to the entire motif) (Tchernichovski et 

al., 2000). Using one motif as the reference, three scores (on a scale of 0-100) were obtained for each pair 

of motifs: % similarity (large time scale), accuracy (small time scale), and sequential match (metric of the 

corresponding subsections in reference to the song model) (Tchernichovski et al., 2000). The Global 

Similarity Score (GSS) was defined as the product of the percent similarity, accuracy, and sequential 

match of the asymmetric measurement. The final score for each pair of sound files was calculated by 

averaging the two values generated by pairwise comparisons. 

 

Data analysis: GTE Detection. GTE were algorithmically calculated for each song based on a previous 

approach (Amador et al., 2013; Boari et al., 2015) with the helpful guidance of Gabriel Mindlin and 

Marcos Trevisan. We first generated a distribution of these times for each bird by combining GTE across 

motifs (bin size of 1 ms). This joint distribution consisted of actual GTE times as well as a number of 

other false positive points that were detected by the algorithm. Additionally, any misalignment of motifs 

would contribute uncertainty to our estimate if we used the data from the entire distribution. To solve this 

problem, we settled on an iterative process to find a canonical GTE representation. The GTE for 

individual trials were first convolved with a smoothing filter whose shape was derived from the width of 

the GTE population responses (Gaussian fit: σ=2.6ms). We then compared all GTE for single motifs 

against the population of GTE times, and all trials were ordered based on their correlation to the 

population distribution (e.g. Figure S4). The canonical example was then manually corrected based on the 

underlying distribution by taking the median of any missed peaks or removing time points that were not 

suspected to indicate an important song landmark. Syllable onsets and offsets were defined as the first and 

last GTE in each syllable. 

 

Data analysis: Two-photon Imaging. For 2-photon imaging experiments in the singing bird, we used a 

multichannel analog-to-digital converter (Digidata 1550, Molecular Devices) to synchronize the 

microphone signal with the onset/offset of each acquired frame. We segmented and labeled all syllables 

using custom MATLAB software. We next captured all song related imaging frames and defined the scan 

time of each frame as the moment that its central pixel was recorded. Given the slight variability in song 

timing across trials (Glaze and Troyer, 2006), it was necessary to linearly warp all song motifs to a 

uniform duration. For each motif, we applied an identical warp factor to the corresponding scan times. We 

then motion-corrected the acquired images within and across motifs by finding the center of mass of the 

correlations across frames relative to a set of reference frames (Miri et al., 2011). ROIs (regions of 

interest) were manually drawn and the fluorescence of each neuron was estimated using freely available 

software (ImageJ). Burst onsets were detected using a Markov Chain Monte Carlo (MCMC) inference 

method described below. Briefly, four MCMC chains were run in parallel, each for 4000 sweeps over all 

parameters (with a burn-in of 1,500 sweeps). The burst onset time was defined as the mean of the median 

burst time computed within each parallel chain. The uncertainty was defined as the median absolute 

deviations of each parallel chain, multiplied by the standard 1.48 correction factor (Leys et al., 2013) to 

enable comparisons with the standard deviation estimates considered below.  
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Data analysis: Simultaneous Extracellular Recording and Imaging. All juxtacellular data were high-

pass filtered by removing the baseline (smoothed, boxcar window of 12.5 ms). Bursts were defined as 

events with at least three spikes occurring at a high frequency (>100 Hz). In order to avoid contamination 

from previous calcium transients, we discarded bursts happening more than 1 second after or 1.5 seconds 

before another burst. In order to determine the latency between the electrophysiological burst activity and 

the fluorescence response, we calculated the delay between the peak of the first spike in the burst and the 

corresponding onset in the fluorescent signal, as measured using a Markov Chain Monte Carlo (MCMC) 

inference method described below.  

 

Data analysis: Burst Detection. For the electrophysiological experiments, song motifs were aligned in a 

similar manner to the 2-photon imaging data analysis. Bursts were defined as events with at least two 

spikes occurring at a high frequency (>200 Hz), and onsets were defined as the peak of the first spike in 

the burst. Given that only single trials were acquired for some neurons, and therefore we were unable to 

calculate a variance measure in those cases, burst time uncertainty was universally set to 3ms across all 

conditions, which represents an upper bound of burst time variance in HVC (Kozhevnikov and Fee, 2007).  

 

Data analysis: EPSP Detection. Action potentials were removed from the intracellular traces prior to 

analysis (cutoff 20 mV above baseline). EPSP peaks were detected by finding the maximum of sets of 

points 2 mV above a moving baseline (1.025 ms Savitzky-Golay filter). Onsets were assigned to each 

peak, defined as the minimum within 8 ms before the peak. Algorithmic errors of onset detection were 

manually corrected. Matching sets of EPSPs across motifs were found for each cell by computing the 

peaks of the distribution of the data aggregated across all recordings (bin size of 0.1 ms, convolved with a 

2.5 ms Gaussian window), and then including the EPSP detected within 5ms in each motif. Inclusion or 

exclusion of EPSP onsets to a set was manually corrected via inspection of the traces. EPSPs were 

determined to be consistent if they were found in at least half (minimum 2) of the motifs recorded.  Final 

time point and uncertainty of the EPSPs for each cell was taken to be the mean and standard error of the 

mean of onsets within each set. 

 

Data analysis: Description of methods for burst onset inference. In this section, we describe our 

approach for pooling information across trials of stereotyped neural activity, observed via calcium 

imaging, to infer burst onset times. The approach presented here is an augmentation of our continuous-

time Bayesian deconvolution method for single calcium traces (Pnevmatikakis et al., 2013), which is 

similar to a general approach to deconvolution described elsewhere (Tan and Goyal, 2008).  For 

background on the general Bayesian approach to data analysis consult (Gelman et al., 2013).  Burst onsets 

are modeled as instantaneous events that occur at approximately the same time across trials.  Each event is 

marked with an amplitude which corresponds to burst intensity.  

 

Formally, we must state a model that describes how the parameters of interest relate to the observed 

calcium traces. We specify the generative model as follows:  

 

            
                        

          (1) 

                           
         

             (2) 

 

For a given cell, we consider a set of N burst onset times {    that are the same across trials.     is the time 

of the     burst in the     trial, which is perturbed by Gaussian noise from the shared time   .     is the 

amplitude of the burst at time     and    is the baseline calcium for each trial. The observed calcium signal 

( ) for each trial and time is      . The predicted calcium signal generated from the model is   (i.e.       

for each trial and time).  We will use    and    to denote the discrete-time traces for the     trial (with time 

implicitly indexed).       is the causal difference-of-exponentials kernel,                      , with 

   and    the time constants for fall and rise respectively, and with the peak kernel amplitude normalized 
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to one.  In this analysis, we only observe the noisy calcium trace ( ) and we infer the posterior distribution 

over all other parameters.  That is, we infer                                            .      

Calcium traces may be acquired at different sampling rates and starting at different times relative to some 

trigger (e.g. trial-aligned). We can infer the burst onset times in a normalized time and then transform the 

single trial burst times to the relative time of the calcium trace for that trial. That is, if    is the burst time 

for trial   (reference trial) and    is the burst time for trial  , we can compute an offset for trial  ,       

  , and a rescaling coefficient     
  

  
   . Whenever we use a burst time to predict the misaligned, 

discretized calcium traces, we consider events to occur at (           rather than    . By construction, 

trial   is the reference trial, so its offset is   and its rescaling coefficient is  . For clarity of notation, we 

omit these temporal warping terms, but they are implemented in our analysis routine. 

 

Data analysis: Markov chain Monte Carlo (MCMC) inference algorithm. MCMC methods are used 

to generate samples from the posterior distribution of parameters of interest and thereby approximate the 

posterior distribution of the parameters. To ensure that the parameter initialization did not affect our final 

answer, we include a “burn in” by ignoring the first 1500 sweeps. We initialize inference for each cell by 

manually specifying burst onset times, then adding a random offset to each (range +/-3 bins, bounded at 

the trial edges). We found that the results were rather independent of the initialization of the event times, 

and the algorithm can find good solutions across a wide range of initializations – indeed, we inferred the 

number of bursts from no initial bursts (i.e. uninitialized) - but pre-determining the number of bursts and 

very crudely initializing them decreased the burn-in time and allowed us to better standardize the number 

of post-burn-in samples across neurons (data not shown). The baseline parameter was initialized at zero 

and the initial amplitudes of the bursts were set to the observed calcium trace value of the time bin nearest 

the burst onset time.  We empirically determined that the values of the exponential filter’s rise and decay 

times had a significant impact on burst onset estimation, so these were also randomized at the beginning 

of each inference at 100 and 300 ms respectively, with a random offset (range +/- 3 bins, minimum of 1 

bin.) 

 

Next we describe the details of the sampling algorithm. We use a Metropolis-within-Gibbs approach in 

which we hold all parameters except one fixed at a time and sample that parameter probabilistically (i.e. 

update that parameter). In Gibbs sampling, the parameters are sampled directly from conditional 

distributions. Metropolis sampling involves proposing moves and probabilistically accepting or rejecting 

them. A sweep of the sampler consists of five types of “moves", with the option for some to be performed 

multiple times within a sweep. First we list the move types, and then describe how they are performed:  

 

1. Sample single trial burst times -     

2. Sample shared burst onset parameters -       

3. Sample calcium noise parameter -    

4. Sample amplitudes of the single trial bursts and baseline of each trial -     and    

5. Sample the time constants (separately) -       

 

1-Sample single trial burst times 

To sample burst onset times of single trials, we use random-walk Metropolis, following the approach of 

the calcium deconvolution sampler (Pnevmatikakis et al., 2013). That is, we propose moves of each burst 

onset time by drawing from a Gaussian density, centered at the current time of the burst. We accept or 

reject these moves based on both the Gaussian likelihood           , which indicates how the timing of 

the burst affects the data, and the Gaussian group prior       , which encourages the burst times to be 

shared across trials:  

 

                                                            (3) 
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                   (4) 

 

Note that    above depends implicitly on the     times and on the parameters             . We also enforce 

an exclusion prior, a constraint that moves cannot bring two bursts too close together (i.e. for 

multibursting cells, the single trial burst onset times are never permitted to be sampled less than 1 bin from 

each other). This prevents bursts from merging by complete overlap.  

 

2-Sample shared burst onset parameters 

To sample estimates of the shared burst times and the parameter corresponding to the jitter of the 

individual trial burst times relative to the shared burst time, we compute the mean and standard deviation 

of the burst times across trials given the current sample of the set of    :  

                                 (5) 

                        (6) 

We then sample the value of    from the appropriate scaled-inverse chi-squared distribution (implemented 

via an appropriate inverse gamma distribution) which serves as a standard conjugate prior over variance - 

this distribution depends on the estimate of the variance    
 . We subsequently sample the shared burst 

times from a normal centered at their current mean and with standard deviation equal to the standard error 

of the sample mean,       , where   is the number of trials. 

                        (7) 

     
   Inv-Gamma 

 

 
 
    

 

 
 .      (8) 

For increased generality, we permit    to be different for each burst   (but note that this parameter is fixed 

across trials  ). It is also straightforward to decrease the variance of the samples of    by having the 

conjugate prior be informative, but we found this to be unnecessary here. It is also possible to add a move 

type which samples       and    simultaneously, though again we found this unnecessary. 

 

3-Sample calcium noise parameter 

Similar to the procedure for sampling    , to sample    we simply estimate the sample variance and sample 

from the appropriate scaled-inverse chi-squared uninformative prior. 

                      (9) 

     
  Inv-Gamma 

 

 
 
    

 

 
 .    (10) 

Similar to the case for sampling   , for increased generality, we can permit    to be different for each trial.  

 

4-Sample amplitudes and baseline parameters 
We wish to sample the amplitude and baseline parameters from their appropriate conditional distributions. 

We constrain both of these parameters to bounded intervals (i.e. positive and less than some large value). 

                                                       (11) 

                                                      (12) 

Both of these posteriors are truncated normal distributions and can be sampled various ways (e.g. using 

random-walk Metropolis steps, or jointly from a truncated multivariate normal distribution, as described 

previously (Pakman et al., 2014)). We found that a random-walk Metropolis approach sufficed here. 

 

5-Sample the time constants  

We also wish to sample the time constants from their appropriate conditional distributions. We constrain 

both of these parameters to bounded intervals, (i.e. both positive and with the rise time smaller/faster than 

the fall time).  

                                       )   (13) 
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                                            (14) 

It is also straightforward to incorporate a more informative prior if it is believed (e.g. from other research 

on the calcium indicator properties) that the time constants are distributed according to a more sharply 

peaked distribution – in this setting, we did not wish to impose a strong prior. 

 

Algorithm: Full inference scheme 

The whole procedure of updating each parameter in sequence is run many times to generate many distinct 

samples that collectively constitute the estimate of the posterior distribution.  Matlab code implementing 

this algorithm will be made available via the website of one of the authors 

(https://sites.google.com/site/jsmerel/). 
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Algorithm 1: MCMC inference routine (describes a sweep) 

Input: observed calcium signal    , initial values for various parameters 

Output: Posterior sample of all parameters. 

for       to N bursts do 

for   = 1 to D trials do 

Sample     using random-walk Metropolis-within-Gibbs (eq. 4) 

end 

for   = 1 to N bursts do 

               

                

                  (eq. 7) 

   
  Inv-Gamma 

 

 
 
    

 

 
  (eq. 8) 

End 

for   = 1 to   bursts do 

for   = 1 to D trials do 

  Sample     using random-walk Metropolis-within-Gibbs (eq. 11) 

 end 

end 

for   = 1 to D trials do 

Sample    using random-walk Metropolis-within-Gibbs (eq. 12) 

End 

Sample       using random-walk Metropolis-within-Gibbs (eq. 13,14) 

for   = 1 to D trials do 

                (eq. 9) 

    
  Inv-Gamma 

 

 
 
    

 

 
  (eq. 10) 

end 

return a posterior sample of                                       
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For all sampling steps which use a random walk proposal, we determined the proposal variance 

parameters using adaptive tuning of the random walk proposal variance – when proposals were accepted 

or rejected, proposal variance was slightly increased or decreased respectively, with the magnitude of this 

modification decreasing with each sweep, such that the acceptance ratio ended up being reasonable for 

each parameter and distinct across neurons (Rosenthal, 2011). Additionally, in practice, mixing of samples 

across sweeps can be faster if certain moves are performed multiple times per sweep. 

 

In addition to the model presented here, we note that some of the trials had components of the calcium 

response carry over from a previous trial. To handle this, we simply assumed that time zero of all trials 

had some initial concentration that decayed back to baseline with a time constant corresponding to the 

fall-time of the difference-of-exponentials kernel. This added one more parameter that we could sample 

over each sweep in a manner similar to the burst amplitude updates. 

 

Combining data across sweeps and renditions 

To aggregate data for each burst, each distribution was automatically clustered and corrected manually 

into isolated burst times. To ensure consistency, all sweeps included in the distribution were required to 

contain the same number of bursts for at least 25 sweeps on either side (to allow for stabilization). Rarely, 

chains that did not converge were removed from further analysis.  

 

Data analysis: Comparison of MCMC inference algorithm with non-Bayesian approach. We 

simulated data of a single burst measured on multiple trials (n=5, 10, and 15) sampled at 33.3 Hz, 

assuming no jitter in burst onsets across trials. In order to capture the complexity of real data, each trial 

had a different sampling offset, baseline, event amplitude, and noise level. The Bayesian approach 

followed the protocols described above. For the non-Bayesian approach we first normalized all trials 

between their extrema. This data was then pooled by re-binning (333.3 Hz) and smoothed with a Loess 

filter (set at 10% of observations). The derivative of this smoothed curve was taken. Events were 

determined as crossing of a threshold set at 6 SD. We quantified performance as the RMSE of estimates 

relative to ground truth as a function of number of trials, based on ~50 repeats (failed instances of the 

method were manually removed) of all trials at each number of observations. 

 

Data analysis: Cross-correlation on the acquired and simulated data. As a first approach to assess the 

distribution of burst onsets, we performed an intuitive analysis that does not make many assumptions 

about the data. For this analysis, we binned the events into 10ms bins and examined the cross-correlations 

between the GTE, syllable onsets, or syllable offsets and the estimated burst onsets. If the behavioral time-

points were informative, we would expect to see a peak in the cross correlation near 0, indicating that they 

are strongly correlated with the burst onsets. 

 

In this analysis, the null model is determined by randomly reshuffling the inter-burst-onset intervals for a 

given bird to generate a new sequence of bursts with the same interval statistics (we also tried randomly 

drawing N burst onsets uniformly, where N is the number of bursts observed for that bird; this produces 

very similar results). We can determine the expected cross-correlation under this model by correlating the 

randomly sampled bursts with the GTE. We then compute the mean and standard deviation of these at 

each lag, providing a null model for the cross-correlation. 

 

Simulated comparisons 

We can simulate data from a GTE model where burst onsets occur at the times of the GTE plus some 

random temporal jitter -- this jitter consists of the variability of bursts around the GTE (a parameter of the 

GTE model which we denote as  GTE
2
 below) combined with the burst onset inference uncertainty.  We 

draw N bursts by randomly sampling the GTE times (with replacement) and adding normally distributed 

random jitter with variance =  GTE
2
 + i

2
 where ‘ i’ is sampled randomly for each simulated burst from the 

distribution of burst uncertainties for this bird. As expected, as long as the jitter is not unreasonably large, 
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a significant peak is evident. When the jitter is too large (e.g. > 20ms), the peak is no longer unambiguous 

(Supplementary Figs. 9 and 12). This defines the resolution we need to unambiguously test the GTE 

hypothesis with this method. The burst jitter around the GTE has been reported to exhibit ~5ms standard 

deviation for singing birds (Amador et al., 2013). This simulation analysis suggests that, given our levels 

of burst onset uncertainty, we would expect to see a peak in these cross-correlations if the bursts actually 

clustered around GTE.   

For these analyses, we only consider burst onsets which fall within the range of the first and last GTE and 

we correspondingly consider these events to be the bounds of the null model. 

 

Data analysis: Log-likelihood of data under GTE model with baseline. In addition to the cross-

correlation analysis, we also performed a more powerful, model-based hypothesis test. The simplest 

version of the GTE model is that there is an increased probability of finding a burst onset around a GTE 

and no probability of finding a burst onset elsewhere. The only parameter in this model is the size of the 

local region around a GTE that has an increased probability of a burst onset. We model this local region 

with a Gaussian-shaped bump around the GTE (Amador et al., 2013), so the size of this region is given by 

the standard deviation of the Gaussian,   GTE. If the standard deviation gets too large, the GTE model 

becomes equivalent to uniformly sampling the burst times, because the burst times around each GTE 

blend together and the model predicts that events are equally likely everywhere within the song. When the 

standard deviation parameter is not too large (e.g. ~5ms, consistent with previous work (Amador et al., 

2013)), there are regions with close to zero probability between GTE events.  

 

We then focused on a more general model, of which an exclusive pairing of GTE and burst times is an 

extreme case. In the following parameterization of the GTE model, we smoothly interpolate between the 

model in which burst onsets occur uniformly throughout the song (i.e. the uniform model) and the model 

where burst onsets are localized around GTE (i.e the strong GTE model). This enables us to evaluate the 

likelihood of the observed data along the continuum of models ranging from uniformly-distributed bursts 

all the way to the strong GTE model where bursts completely cluster around GTE. If the baseline term 

dominates, this is support against the relevance of the GTE; conversely, if the GTE term dominates, then 

the GTE model is relevant.  

 

In this interpolated model the probability of a burst at a given time t is proportional to     , with 

                                                                                           (15)          

                               
 

 
             

 
                              (16)  

  

Here b is the baseline probability of finding a burst onset, c is the magnitude of the GTE event locally, J is 

the number of GTE events, and the GTE contribute a Gaussian shaped bump (with standard deviation 

    ) of increased probability of burst onsets centered at each GTE (  ) .  

  

We also need to account for the uncertainty in the burst onset times, so for the     burst onset, which we 

estimated to be at time   , we must convolve  ( ) with our uncertainty in the inference of that burst (  , 
using               for the imaging data and         for the EPSP data)  and then appropriately 

normalize   ( ). Let 

                                                               (17)               

with * denoting convolution, and 

                  
                

                    
 .             (18)   

The log-likelihood is then: 

                                   
 
                       (19)   

We can plot the log-likelihood of the observed burst times for many values of c and a few values of      

to characterize the optimal   (without loss of generality, we can hold the baseline   fixed and vary   so as 
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to change the strength of the GTE contributions relative to the uniform baseline for burst times, since the 

corresponding distributions are normalized). Notice that as      , the GTE model becomes the model 

where burst onsets are drawn uniformly; as   gets larger, there is a stronger localization of bursts around 

the GTE, and this model becomes the strong GTE model. To indicate the extent of this effect on 

normalized plots, we provide the difference of the log-likelihood values for the uniform (c=0) and GTE 

(c=Inf) distributions, and we designate this quantity as R.  

 

We also perform this likelihood analysis with the further restriction that only bursts recorded during 

syllable production are analyzed (Supplementary Figs. 9 and 11).  This means that the normalizing 

integral in the denominator of eq (18) is computed only over intervals for which syllables are occurring, 

and the sum in eq (19) is restricted to bursts that occurred during a singing interval. For these plots, we 

also report the locations of the peaks of the LL plots (   = argmaxc{LL}), as well as their values with 

respect to the uniform distribution (M = LL(  )-LL(0)), and we designate these quantities as M(  ). 
 

 

Simulated comparison 

To validate our intuitions about the GTE model and verify that we have enough data for this test to be 

sufficiently powerful, we can simulate burst onset times from a version of the GTE model (e.g. zero 

baseline and various levels of jitter) and see how the log-likelihood depends on   (for a number of burst 

onsets equivalent to what we have observed). We sampled N bursts from the GTE times, where N was the 

number of bursts used in the analysis.  We also simulated data from uniform distributions given the bursts 

restricted to those recorded during singing. Analysis was performed similar to the GTE simulation, except 

the simulation was run 100 times and the mean and standard deviation was calculated. 
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SUPPLEMENTARY MOVIE LEGEND 

Movie S1. Singing behavior in the head-fixed 2-photon configuration (Related to Figure 1) 

 

A movie showing a head-fixed male zebra finch whose HVC was being imaged with a 2-photon 

microscope while he was singing to two female zebra finches. The visual access was enabled though the 

clearing of a polarized glass separator. Here the male produced three separate bouts of his courtship song, 

each of which was rewarded with a drop of water (audible as a click). 
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